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Abstract: The article presents studies of procedures for generating error-correcting codes for various
telecommunication technologies. The article is focused on evaluating and identifying mechanisms for
adding redundancy to signal-code structures in secure information channels. An important focus of this
article is the proposed comparison of the formats of error-correcting codes, the structure of code
structures, generator polynomials, code words, and generator matrices. The researches including the
analysis of the specifics of inclusion of redundancy in the code structure are given, the general
mathematical models of constructive synthesis of error-correcting codes are described. The result is
achieved by analyzing convolutional codes, Reed-Solomon codes, turbo codes (TC) and polar codes,
which are currently widely used for 5G mobile technology. The verification of the effectiveness of signal-
code structures of noise-correcting codes was carried out by the method of mathematical modelling for
various telecommunication channels by determining the energy gain of coding (EGC). The performance
of the codes was evaluated by establishing a comparison of the coding energy gain for the basic
constructions of the codes taken into consideration. It is shown that error-correcting coding is associated
with the addition of redundancy. This introduction of redundancy leads to the possibility of eliminating
errors in decoding and the resulting error probability at the output of the decoder is reduced compared to
uncoded transmission of information in communication channels. The results a study the energy efficiency
of turbo codes, convolutional codes, polar codes, low-density parity-check codes, and Reed-Solomon
codes are presented. The EGC was about 6 dB. It has been found that enlarging block size of TC, which
is decoded, entails appearing of “saturation” effect. For the researched SCC based on TC the values of
EGC reached 2 dB for BER level — 10E-4. The possibilities of eliminating the saturation effect of turbo
codes using concatenated coding are evaluated. It is assumed that the results proposed in the article will
be useful in choosing coding schemes in modern information networks.
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AHomauis: B cmammi npedcmasrneHi docridxeHHs rpouedyp chopmMmyeaHHsi Kodie 3 surnpasreHHs
rnomusnoKk Ornsi pisHUX mersieKoMyHikauiiHux mexHonoeil. Cmamms 3ocepedxeHa Ha OUiHui ma
ideHmucpikauii mexaHiamie dodasaHHs Hadnuwikoeocmi 00 cuaHarnbHO-KOO08UX CMPYKMYP y 3axullieHuUx
iHgbopmauitiHux KaHanax. HaeedeHi 0OocnidxeHHs eKnwoYarome aHaniz cneyugiku 0odasaHHs
Hadnuwkoeocmi 8 cmpykmypy KOOy, OnucaHO 3azalibHi MamemamuyHi MoOesii KOHCMPYKMUBHO20
cuHme3sy Kodie 3 surnpassieHHsIM MOMUIIOK. Pe3ynbmam 0ocsieaembCsi WIISIXOM aHalslisy 320pMKO8UX
kodis, kodig Pida-ConomoHa, mypbo-kodie i nonspHux kodie, siKi 3apa3 WUPOKO 8UKOPUCMO8YOMbCS 0511
MobinbHUx  mexHonoeziti  5G. [lepegipky egekmusHocmi  cueHalbHO-KOO08UX  KOHCMPYKUIU
3agadocmilikux kodig rnposedeHo MemoOoOM MameMamuyHo20 MOOes8aHHs Ons  Pi3HUX
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meneKkoMyHiKayiliHuX KaHaslie WisixoM 8U3Ha4YeHHs eHepaemuyHo20 suzgpauwly KoOy8aHHs.
Knrouoei cnosa: menekomyHikauii, kodep, iHgpopmauisi, 8UNPaseHHs1 MoMUsIoK, HaluuwKosicms

Introduction

The rapid development of telecommunication technologies at the present stage, the
introduction of communication standards the fourth (4G) and fifth generations (5G) [1, 2], the
development of satellite communications, telemetry systems, etc., poses quite specific tasks for
researchers related to ensuring the necessary quality indicators of digital information
transmission channels. The important task of ensuring reliable transmission of digital data over
different communication channels is more relevant than ever. The solution of this problem lies
in the plane of application noise-correcting coding in such channels [3].

It should be noted that the development of telecommunication technologies, the emergence
of new digital standards contributes to an increase in the speed of transmission and the volume
of transmitted data, and their volume is increasing every year. Naturally, the requirements for
the applied codes and methods for their encoding and decoding are increasing. Thus, modern
coding systems, in addition to high resistance to interference and reliability in error correction,
must have extremely high speeds in data processing [4]. The development of coding theory
allows us to state that an effective direction in the construction of decoder circuits is the direction
associated with the use of a significant number of high-speed elements of microelectronics. In
this case, it is expedient to refuse from long feedback channels, which directly affect the
reduction in the rate of data transmission advancement. In addition, the implementation of
decoding schemes should, if possible, avoid the situation when the number of calculations per
decoded symbol turns out to be a random variable, and more complex decoder schemes should
be built to perform efficient decoding [5].

Coding theory is an applied science [3, 5]. It is integrated into the tasks being solved,
including means of telecommunications, radar, measuring, computing and control equipment.
In this case, the fact of the possibility of applying the obtained results, their competitiveness in
comparison with non-coded methods of error protection is of great importance. Practical
achievements of coding theory are now well known [6]. However, the most widely used at the
present stage of development of telecommunication technologies are such coding methods as
convolutional codes (CC), Reed-Solomon codes (RS), turbo codes (TC), low-density parity
codes (LDPC) [1], polar codes (PC), which became the basis for the deployment of 5G maobile
telecommunications [7-10].

Application of spectrally effective modulation methods, effective coding methods, in
particular signal coding construction (SCC), creates preconditions to research basic parameters
of signal processing systems, telecommunication systems and optimize data decoding
algorithms. The actual problem here is in finding noise immunity for modulation methods,
benefits from coding, energy gain, symbol error probability benefits for receiver, acceptable code
redundancy, complexity and rate of codec and synchronizing received signals. Conception of
improving noise immunity in telecommunication systems, that belong to 4th and 5th generations
[10, 11] and are used in conditions of high noise and hindrances becomes actual for
communication systems developers, especially when data transmission standards are rapidly
rising and taking into account the world trends and requirements to operation of data processing
devices [12].

Noise-immune coding is necessarily associated with the introduction of symbol redundancy,
which, in the case of a constant information source rate, leads to a decrease in the duration of
the symbols and, for a constant transmitter power, to a decrease in the energy that falls on one
symbol. It should be noted that in this case the probability of error increases. However, due to
error correction during decoding, the resulting error probability at the output of the decoder will
be less than in the case of uncoded transmission of information. An important indicator of coding
efficiency is the energy gain resulting from coding (EGC) [4], which is generally determined
through the difference between the signal-to-noise ratios in the case of uncoded and coded
transmission, provided that the same bit error probability in the channel is provided.

Thus, the proposed article presents the problem of analyzing the principles of the formation
of redundancy in error-correcting codes. For analysis, the above codes are taken - convolutional,
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Reed-Solomon, turbo codes and polar codes. As a result of the analysis, it is necessary to obtain
generalized principles for constructing codes, as well as comparative characteristics of codes
for different degrees of redundancy. The subject of the research of the article is the methods
and means ensuring the noise immunity telecommunication systems of information transmission
based on the definition the structure of the code structure. The paper describes a set of
scientifically based theoretical provisions, as well as practical recommendations and proposals
for the development of mechanisms for a formalized description of a methodology for increasing
the efficiency of coding / decoding in telecommunication information transmission systems.

Theoretical Description

Error Correction Codes (ECC) are a sequence of numbers generated by special algorithms
to detect and correct errors in data transmitted over noisy channels. Error correction codes
identify corrupted bits and their location.

Let's start with convolutional codes.

In convolutional codes, the input bits are not divided into blocks, but are transmitted as bit
streams, which are convolved into the original bits based on the logic function of the encoder.
Also, in convolutional codes, the source stream depends not only on the current input bits, but
also on the previous input bits stored in memory.

To generate a convolutional code (CC), information is sequentially passed through a linear
shift register with a finite number of states. The shift register consists of (bit) stages and logic
function generators. The convolutional code can be represented as (n, k, K), where:

- k - the number of bits shifted in the encoder at one time. Usually, k = 1;

- n - the number of encoder output bits corresponding to k information bits:

- K is the number of states of the shift register;

- Code rate, R, = k/n;

- the sequence of input bits is transmitted to the encoder sequentially, starting from the last
bit of the block.

Convolution code generation example is presented in fig. 1. Consider a convolutional
encoder with k=1, n=2 and K=3. Code rate: R, = k/n = 1/2.

| @ —e cl

\

Input stream: Encoded
1011 ——» 0 0 0 outputs

3 bit Shift register ; ‘ | - /

—y
(right shift) present to 0 @/2 c0

Boolean functions XOR operation

The orange cells

represent the state of

of corresponding bit positions in
the encoder. P g P

the shift register
Fig. 1. Convolution code generation

The value of the bits at the output of the convolutional encoder is calculated by the logical
function "exclusive OR" (modulo 2 additions, XOR), which has the following graphic symbol and
truth table 1:

For the XOR function, a unit at the output of a logic element appears when only one is active
at one input. If there are two or more units at the input, or zero at all inputs, then the output will
be zero. The change in the state of the registers and the signal at the outputs of the encoder,
depending on the input information sequence, is shown in table 2.
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Table 1. Truth table

X1
—_—Y
X2

INPUT X1 INPUT X2 OUTPUTY
0 0 0
1 0 1
0 1 1
1 1 0

Table2.
Changing the state of the registers and the signal at the outputs of the encoder depending on
the input information sequence

SHIFT REGISTER STATUS OUTPUT C1 OUTPUT CO
bl b2 b3 bl D b3 b1 D b2 D b3
0 0 0 0 0
1 0 0 1 1
1 1 0 1 0
0 1 1 1 0
1 0 1 0 0

That is, if the input sequenceis: 1011

The output will be the sequence: 0010101 1.

Now let's consider how redundancy is formed in Reed-Solomon codes.

Unlike coding with “soft decision” used for convolution codes (CC), the output of decoder
RS is “hard”, so decoder acts on alphabets symbol that is used in coding. Noteworthy is that
decoder RS creates undistorted sequence in the output if received sequence of symbols differ
from the real word by t symbols maximally [5]. Decoder automatically detects information on
number of errors. In forward error correction system, the RS code (255, 239) will be used that
is highly effective in the packet error medium. The code construction consists of: code word
length n=255 bytes; number of information symbols in data block k=239 bytes; number of errors
fixed in code word t=(n — k)/2=8; number of errors detected in code word 2t =16. Fig. 2
represents RS code (255, 239) construction.

Code size 2040 bits

A
A

8x239 information bits i 8x16 verification bits

Y

<
«

»

c.
v3

A A

239 information symbols 16 verification symbols

Lt i}

A4

Fig. 2. Reed-Solomon code (255, 239) construction

In error correction scheme codec processes data block (information bytes 1...239) and
calculates verification symbols (bytes 240...255), fig. 3.
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Fig. 3. Code word construction for coding with noise immunity and error correction

Bytes that belong to code word x are represented as:
x+16( —1),j = 1...255. 1)
The generator polynomial is represented as:
G(2) = [1i2o(z — ), )

where a — root of binary primitive polynomial of type: x8 + x* + x3 + x2 + 1.
The code word construction will be represented by polynomial as:

Y(z) = K(2) + D(2) 3

that is a summation of information and verification bytes, Fig. 4.
Information bytes will be represented by the polynomial:

K(Z) = K254 * 2254 + K253 : 2253+... +K16 * 216 ) (4)

where K;(j = 16...254) — information byte given by element of the Galois field GF(256), then
I(j == k7] . a7 + k6] . a6++k1] . al + kO]
Such construction is described by: bit k7 ; — most significant bit, and k; — least significant bit;

byte K,:, — corresponds to first byte in code word, and K;, — 239.
The pairing verification bytes are represented as:

D(Z)=D15]"le+D14_'Zl4+...+D1'Zl+D0 (5)

where D; (j =0...15 — verification byte given by element of the Galois field GF(2%) and D; = d; -
a’ +dgj-a+...+dyj - a' +dy;.

Bit d,; is most significant bit, d,; — least significant bit of pairing verification byte. Byte
corresponds to byte 240 of under-feed which is responsible for coding with forward error
correction (FEC) and byte R, corresponds to byte 255.

The verification bytes D(z) will be calculated as:

D(z) = K(z) modY (2), (6)

where mod — module calculated by generator polynomial Y (z) with elements of GF(28). Each
element in Galois field GF(28) will be determined by primitive polynomial: x8 + x* + x3 + x* + 1
. Hemming distance of RS code (255, 239) — d,,,;, [5].

In error correction mode code can correct up to 8 errors of symbols in code word FEC and
can detect up to 16 errors of symbols in code word FEC on error detection mode [1].

Coding is performed with reverse Fourier transform:
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cj/ =C(z)) , (7)

where z=2 — primitive element of the field.

Conditions to be considered are: forming SCC requires identification which elements are
informational and which are verifying (redundant). Mention was made that number of redundant
symbols should be twice higher than the number of error symbols which should be renewed. If
the double error is to be corrected (t = 2 — error multiplicity), then four verification symbols should
be used correspondently.

Decoding is conducted by the formula:

C]'=C/(Z_j) (8

Counting redundant symbols is sufficient to verify if information is not distorted. If their
number equals zero then errors are absent. To correct an error, first of all, the position of error
symbol should be defined. This requires calculation of error locator's polynomial whose roots
will point to error positions. The locator polynomial is represented by matrix as: L = [1, Iy, I, ...

l].
Matrix and vector-column will be formed, which is required for calculation of error locators
L. This process is formalized as:

Si—1 ... S S, I

SZt—Z St St—l lt
St-2

Ji =< ) 9)
Sat-2

The reverse matrix G~ will be calculated taking into account calculation rules in the Galois
field. Summarizing error vector with distorted code sequence will result in correct coded
sequence whose decoding will deliver correct information symbols.

Coder presents digital machine where all operations are performed in the Galois field by
module of primitive polynomial. The information in byte form is incoming to codec’s input.
Information symbols are going to codec’s output with no delay in case of switches P1 and P2
are in position 1. After k information symbols come, codec’s input switches off, P1 and P2 are
in position 2 and n — k verification symbols, which are contained in the shift registers (fig. 4), are
coming to the output.

The represented coder scheme is specific in having N registers. In the scheme the principle
of block interleaving is used, which can be described by matrix of X rows and Y columns. In this
case data is read by columns in transmitter and by the rows in the receiver. Parameter Y equals

to the length of code word in block code. The advantage is obtained by: since RS code coding

gives block length multiple of X-Y, the scheme is obtained, in which register cleaning process is
absent.

0(}.(1‘) |
vl |
p1 / Codec
_ _ input
P&
| A [ | &
! |} P2
| %vl
$ $
=1 —1 | Codec
= —1 | output
1 T

Fig. 4. RS coder scheme with interleaving data: R — shift register; P - switches; a — Galois field
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Such scheme redundancy, which is due to presence of interleaver, will be zero. Scheme of
such coder cyclically processes input information sequence in form of bytes.
The general structure of the frame used in channel coding is shown in fig. 5.

I data block Transmitted block  Received Output data
e Gt e of data data block block
P 10200 b, /=5 10200 b, /=5 8920 b, I=5
—p| Coder RS |—p 57 —p| Decoder RS -
Data link
Frame structure of the data packet (8920 b)
= — -
Ej (HDR) I User data )) | Add. container I
~ In A e -
~ <4 » _ -
ﬂPB (32b) | Encoded blocked RS JCB RS code]PB (32b) | §
<
from 1 to 5 - 223x8 bits 1280 b

8920 b for /=5

The transmitted data block is 10200 bits

Fig. 5. Frame structure of a data packet for transmitting information by the RS code: ID - the name
of the input frame data (header); PB - check bits; CB - synchronization control bits, I=5 - interleaver length

Let us now consider the principles of redundancy formation in the design of TC.
The code word is represented by 16-bit construction of Hemming block code (16, 11). Such
code contains 11 information bits and 5 verification ones, fig. 6.

[B|B|[B|[B|[B|[B|B|B|B|5B]|B]|w

Fig. 6. Code word to build turbo-code: IB — information bits; VB — verification bits

Fig. 7 demonstrates results of building TC as two-dimensional construction 16x16 bits. The
turbo-code synthesis is represented by the following sequence. The matrix is formed whose
base is made of 11 input bits: matrix 16x11 and verification bits.

Noteworthy is that in matrix cells, shown in Fig. 6, various codes can be used: Hemming,
Golay and others. Vertical blocks in code word can be built with Golay code, and horizontal ones
— with Hemming code for an instance. Then we obviously obtain two-dimensional turbo-code.

Fig. 8 demonstrates process of building turbo-code as three-dimensional construction. To
correct productivity of turbo-code decoder considered in the decoder is offered to be improved
by including scaling block. The idea is that outer information is multiplied by the specified scale
before it is put again in the input of component decoder through the scheme of iterative decoder.

Fig. 9 shows the simulation scheme of decoder construction described above. Simulation is
conducted within the research framework of telecommunication system for transmitting data with
turbo-coding.

The scheme can be divided into APP-decoder, interleaving blocks, scaling sub-system —
Scaling. The logarithmic ratio of likelihood functions for each information symbol v, is represented

as.
p(w=+1)

Gu) = In [E=0] -k (10)

where p(u; = n) — event probability u; =n andu; =n .
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Fig. 7. Code word for building two-dimensional turbo-code: VV — vertical verification bits; PB — pre-

implementation verification bits

Decoder SISO1 (Inner Decoder) on the base of information received from transmission
channel assesses information bits with account for scale. Then outer information is formed from

made assessment G(ué |y) with account for scale by excluding a priori information and systematic
symbols received from the channel. This process is formalized as:

Gl (w) = Gl 17) = Gayis — G(uy),

where for discrete Gaussian channel without memory (AWGN) member G, = 2/0? will determine

IB|IB|IB|IB|IB|(IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|IB|IB|IB|IB|IB|IB
IB|IB|IB|IB|IB|(IB|IB|IB|IB|IB|IB
1B 1B 1B

channel reliability, and o2 — noise dispersion.

Information bits of
two-dimensional
turbo-code

Fig. 8. Code word for building three-dimensional turbo-code: VB — verification bits of three-

dimensional realization

Verification bits

Information bits

of three-dimensional
turbo-code

Verification bits
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Inner Decoder
- - _’_’
APF Decoder

& k Sealingl
LE

Scaling2

Out1

D)
Unipolar to Out?
Bipolar  —m® J_LL
Int Converter

Fig. 9. The frame of subsystem simulation scheme for turbo-code decoder

Second SISO2 (Outer Decoder) uses received information (a priori) for self-assessment
with account for scale k..

For Gaussian channel, in which noise has zero mean value and dispersion ¢2, when a priori
probability is replaced for probability density function, the following expression will be obtained:

kai'm f@,
pTH exp[ X kJ(rlm)

m 02

A 2X 2X
A(dy) = m exp| —& = m, exp| —= |}
(dy) = my p( o2 T p[ -2 jnk 1 (12)

o,m
YV f(0,
Za[(n eXp{ (52 k-f—l ™
m

where 1, = n,ﬁ/ng — will be input ratio of a priori probabilities (a priori likelihood), and my — outer

output likelihood received in a moment k — correction (correction member) of coding, which

changes input priori information of data bits. In turbo-code such correction members pass from

one decoder to another in order to improve ratio of likelihood functions for each information bit

and in such way to minimize decoding error probability. Thus, decoding process is followed by
A

using equation (12) to obtain several iterations A(d;). Outer likelihood r;; obtained from concrete
iteration substitutes a priori likelihood w4 for the next iteration.

TS and convolutional codes are typical for use in 4G telecommunications. Consider the
principles of redundancy formation for the code that is typical for 5G [9].

Consider a polar code encoder with N=4 bits input. The polar code of this data vector is
calculated by the expression: x¥ = ulGy. Here x¥, is a code vector containing N bits. G is a
generator matrix and is calculated by the expression: Gy = ByF®™". F is the Kronecker matrix.
The matrix By is calculated using the following expression: By = R,\,(I2 ®BN/2). Ry Is the
permutation operator. I, - information array. A polar encoder of a 4-bit long data vector is shown
in the Fig. 10 below.

| |
U, V! X1 LM
- — i W i >
| |
L | P W J >
u >< 'i_f_f_: S ———— :_I y’;
. Vs AN L T
| |
| |
Uy Vi, \+/ X4 | V4
>_ - T W T ’
| |

)

Fig. 10. Polar coding scheme
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Consider an example of how a polar encoder works without moving. Let: K=132 —
informational message length; E=256 is the length of the rate-matched output block [13].

Next comes the construction of the polar encoder. The MATLAB function returns an N-bit
vector (N=256) as the original data, where the K elements in the original data will be 0 (the
location of the information bits. K=132), and the N-K elements in the original data will be 1 (frozen
bits). positions N-K=124). E is the length of the output at the agreed rate, and Nwuax is the
maximum value of n (9 or 10). The code rate is defined as K/E.

As a result of constructing the encoder, indexes of the location of frozen bits and parity bits
are determined.

Next, the generator matrix G is defined as the nth order of the products of the Kronecker
matrix [13], n=8:

10
c;_|1 { (13)

As a result, the matrix G will have dimensions of 256x256 elements.

For polar coding, the mod 2 product operation of the generator matrix and the input data
array is performed.

Below we present the MATLAB program code designed to generate polar codes.

MATLAB code for polar encoding CRC-Aided Polar.

K=132; % Message length

E = 256; % Rate matched output length 256

in = randi([0 1],K,1); % Generate random message
nMax = 10; % maximum n value for N

ilL = false; % input interleaving

outl = nrPolarEncode(in,E,nMax,ilL); % Polar encode

% Get frozen bit indices and parity-check bit locations
[F,qPC] = nr5g.internal.polar.construct(K,E,nMax);
N = length(F);
nPC = length(gPC);

inintr = in;
% Generate u
u=zeros(N,1); % doubles only
% CRC-Aided Polar (CA-Polar)
u(F==0) = inintr; % Set information bits (interleaved)
% Get G, nth Kronecker power of kernel
n = log2(N);
ak0=[10;11]; % Arikan's kernel
allG = cell(n,1); % Initialize cells

fori=1:n

allG{i} = zeros(2/i,2M);
end
allG{1} = ak0; % Assign cells
fori=1.n-1

allG{i+1} = kron(allG{i},ak0);
end
G = allG{n},

% Encode using matrix multiplication
outd = mod(u™*G,2)";
out = cast(outd,class(in));

Estimation of Encoding Gain

This section presents the experimental results of performance evaluation of various error-correcting
codes. The noise immunity was evaluated by determining the energetic coding gain, the method for
obtaining which is described above in the text of the article. This assessment is rather arbitrary. First of
all, as described in the article, a certain signal-code constructing (SCC) finds application in a certain
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telecommunication technology for solving specific buildings. In this case, the structure of the error-
correcting code, the requirements for its noise immunity, the main indicators: code rate, redundancy,
degree of interleaving, degree of puncturing, and others, will differ significantly. However, the invariance
with respect to certain parameters of the SCC will make it possible to obtain a certain, general graph of
noise immunity. Such a graph will make it possible to assess in general the possibilities of the codes
taken for consideration in terms of energy efficiency, approaching the Shannon boundary. This is the
essence of the results presented in this section.
Fig. 11 shows the dependencies of BER on the corrective ability of RS codes. In particular,
the simulation results make it possible to establish that the code RS (255, 173) has the best
performance in the case of t=41.

1 - DOPSIK

- CC{171. 133} hard dec.
- RS (255, 223) hard dec,
4 - RS (255, 239) hard dec.

2,
Ly
g’

G 41'\

a b

Fig. 11. Dependencies for assessing the noise immunity of RS codes: a - 1 - (255, 173); 2- (157,
125) 3 - (255, 223), 4 - (97, 81), 5 - (255, 239); 6 - (204, 188); b - to determine the energy gain of coding

Unlike the "soft" decisions used for convolutional codes, the output of the RS decoder is
"hard" so that the decoder acts on the character of the alphabet that is used in the encoding. It
is important to note here that the RS code decoder creates an undistorted sequence at the
output if the sequence of received symbols differs from the real word by no more than t symbols,
which was shown in [4]. In this case, the decoder automatically sets the information about the
number of errors.

On Fig. 12 and Fig. 13 shows the results of the study of noise immunity for concatenated
codes according to the SCC: RS(255, 223)+CC and RS(255, 239)+CC and convolutional codes.
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Fig.12. Plots of BER from (E,/N,) for convolutional Fig.13. Plots of BER from (E,/N,) for

and concatenated code at different coding rates at: convolutional and concatenated code at different

t=16: 1 - RS+CC(255, 223), R=1/2 ; 2- RS+CC(255, 223), coding rates at: t=8: 1 - RS+CC(255, 239), R=1/2 ; 2

R=3/4, 3- RS+CC(255, 223), R=7/8; 4 - RS(255, 223); 5~ - RS+CC(255, 239), R=3/4, 3- RS+CC(255, 239),

CC R=1/2; 6- CC R=3/4; 7- CC, R=7/8; 8- uncoded QPSK R=7/8; 4 - RS(255, 239); 5 — CC R=1/2; 6 - 3K, R=3/4;
7 - CC R=7/8; 8 - uncoded QPSK

The results of the study allow us to establish that the efficiency of using concatenated codes
is higher than when using RS codes separately (compare, for example, Fig. 12, 1 and Fig. 12,
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5, the energy gain is almost 3.2 dB (BER=10E-7).

Let's consider how the number of iterations affects the decoding efficiency and noise
immunity of turbo codes. Used turbo code: TC (7, 5)s with rate R=1/2 with puncturing (perforated
code), frame length for interleaving 1=400 bits. Decoding was performed according to the log-
MAY algorithm. On fig. Fig. 14 shows the dependence of the error probability on that obtained
in the simulation. The axes are, respectively, the bit error probability (BER), the signal-to-noise
ratio in dB, and the number of iterations during decoding. The simulation result is a surface
formed by sections, each of which determines the dependence of the bit error probability on a
fixed number of iterations. An analysis of the graph allows us to establish the following: code
characteristics and noise immunity improve with an increase in the number of iterations,
however, after the seventh iteration, this improvement is rather insignificant. We use the
proposed modified SCC: RS (255, 223) + TC (I = 16384 bits; 15 iterations) + DQPSK and present
noise immunity graphs. Decoding was performed using the log-MAP algorithm (fig. 15).

Quantity of iterations Quantity of iterations
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Fig.14. Dependences of noise immunity for the Fig.15. Noise immunity dependences for the

proposed TC on the number of iterations offered SCC in case of changing iteration quantity
inTC

= 1,00E-13-1,006-12

= 1,00E-14-1,006-13

The offered scheme has removed TC saturation effect for the offered codes and allowed to
obtain EGC at the level of 3.1 dB (BER=10E-8)

In order to compare the codes described above in the article, we determined the
performance of the RS, CC, LDPC (Low-density parity-check code) [9], TC and polar codes.
Mathematical modeling used SCC with QPSK, code rate 2/3,fig.16.

0
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Bit Error Rate

Eb/No (dB)

Fig.16. Noise Immunity Graph to Compare Energy Efficiency of CC, TC, RS, Polar Code and LDPC

Conclusions

The conditions for increasing the spectral and energy efficiency when establishing the
evaluation requirements for digital telecommunications transmission systems are determined.
The analysis noise-immune coding algorithms in telecommunication systems of information
transmission is carried out. The features the implementation of noise-immune coding algorithms
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in telecommunication channels information transmission with digital modulation types are
considered. The features of the use error-correcting codes in digital telecommunication systems
for information transmission are determined. Practical recommendations are given on the
structure, redundancy and form of SCC in solving the problem increasing the noise immunity of
information transmission under conditions of a real interference complex.
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